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• Motivation: debris flows, whose mechanisms are poorly 

understood, occur frequently and can be highly destructive.

• Dataset: a debris flow event was captured by a Camera-LiDAR

setup with high resolution and sampling frequency (10Hz).

• Goal: design a network and training scheme that is able to

estimate optical flow and depth in a self-supervised manner.
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Self-supervision Quantitative Results
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• Cycle Loss: inductive bias from fluid surface continuity

• Static Loss: binary segmentation → depth consistency
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Network Design

Motion from the depth and optical flow

• Point cloud from depth back-projection

• Correspondences from optical flow

• flow by subtracting coordinatesMulti-frame Temporal Smoothing

• Iterative coarse-to-fine architecture [1, 2]

• Differentiable warping [2]

• Multi-level sensor/feature fusion

• Joint estimate of depth and 2D flow

• Point cloud from depth estimate

• Correspondences from optical flow
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