
Supplementary material: Dynamic LiDAR Re-simulation using Compositional
Neural Fields

In this supplementary material, we first provide addi-
tional information about the datasets for our evaluations and
implementation details of our proposed method in Sec. A.
Next, we present more qualitative results in Sec. B. Please
also check the supplemental video for more results show-
casing our performance. Finally, we provide the complete
derivations of the SDF-based volume rendering for active
sensor in Sec. C.

A. Datasets and implementation details
A.1. Datasets

Waymo Dynamic For the Waymo Dynamic dataset, we
take them from 4 scenes of Waymo Open Dataset [4]. There
are multiple moving vehicles inside each scene. 50 consec-
utive frames are taken from each scene for our evaluation.
The vehicles are deemed as dynamic if the speed is > 1m/s.
in any of the 50 frames. The corresponding scene IDs on
Waymo Open Dataset for our selected scenes are shown as
follows:

Scene ID

Scene 1 1083056852838271990 4080 000 4100 000
Scene 2 13271285919570645382 5320 000 5340 000
Scene 3 10072140764565668044 4060 000 4080 000
Scene 4 10500357041547037089 1474 800 1494 800

A.2. Implementation details

Ours. Our model is implemented based on nerfstudio[6].
For the static neural field, we sample Ns = 512 points
in total, with Nu = 256 uniformly sampled points and
Ni = 256 weighted sampled points with 8 upsample steps.
In each upsample step, 32 points are sampled based on the
weight distribution of the previously sampled points. For
each dynamic neural field, we sample Ns = 128 points in
total, with Nu = 64 uniformly sampled points and Ni = 64
weighted sampled points with 4 upsample steps. During
training, we minimize the loss function using the Adam [1]
optimiser, with an initial learning rate of 0.005. It linearly
decays to 0.0005 towards the end of training. For the loss
weights, we use wζ = 3, we = 50, wdrop = 0.15, ws = 1,

and weik = 0.3. The batch size is 4096 and we train the
model for 60000 iterations on a single RTX3090 GPU with
float32 precision.

LiDARsim. We re-implement the LiDARsim [2] as one
of our baselines. First, we estimated point-wise normal vec-
tors by considering all points within a 20 cm radius ball
within the training set. Following this, we applied voxel
down-sampling [7], employing a 4 cm voxel size to recon-
struct individual disk surfels at each point. The surfel ori-
entation is defined based on the estimated normal vector.
During inference, we apply the ray-surfel intersections test
to determine the intersection points, thus the range and in-
tensity values. We select a fixed surfel radius of 6 cm for the
Waymo dataset and 12 cm for the Town dataset. To handle
dynamic vehicles, we follow LiDARsim [2] by aggregat-
ing the LiDAR points for each vehicle from all the train-
ing frames and representing them in the canonical frame of
each vehicle. During inference, we transform all the ag-
gregated vehicle points from their canonical frames to the
world frame and run ray-surfel intersection.

UniSim. We re-implement UniSim’s [9] rendering pro-
cess for LiDAR measurements by replacing our ray-drop
test-based neural fields composition method with its joint
rendering method. For every ray r(o,d), we begin by
conducting an intersection test with all dynamic bounding
boxes in the scene to identify the near and far limits. We
then uniformly sample 512 points along each ray, assign-
ing each point to either a dynamic neural field, if it falls
within a dynamic bounding box, or to the static neural field
otherwise. After sampling, we query the SDF and inten-
sity values from the relevant neural fields. Finally, using the
SDF-based volume rendering formula in Eq. 41 for active
sensors, we calculate the weights and perform the render-
ing. Note that we use the same neural field architecture as
in our method.

B. More qualitative results
In this section, we provide more qualitative results. In
Fig. 1, we showcase the 4 scenes from Waymo dynamic
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Figure 1. Visualization of 4 selected scenes from Waymo Dynamic dataset. For each scene, we aggregate 50 frames. In the first row, points
are color-coded by the intensity values(0 0.25). In the second row, dynamic vehicles are painted as yellow.
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Figure 2. Visualization of scene editing capabilities. We showcase 3 kinds of scene editing capabilities including vehicle removal(left),
trajectory manipulation(middle) and vehicle insertion(right). The first row represents the original scenes, the second row demonstrates the
scenes after editing. All points are color-coded by the intensity values(0 0.25).

dataset. We show additional scene editing results in Fig. 2.
Please check the supplementary videos for more qualitative
results.
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C. SDF-based volume rendering for active sen-
sor

In this section, we start by introducing the preliminary of
NeRF [3] following terminology as described in [5]. Then
we provide the full derivation of the SDF-based volume ren-
dering for active sensor.

C.1. Preliminary

Density For a ray emitted from the origin o ∈ R3 towards
direction d ∈ R3, the density σζ at range ζ indicates the
likelihood of light interacting with particles at that point
rζ = o + ζd. This interaction can include absorption or
scattering of light. In passive sensing, density σ is a critical
factor in determining how much light from the scene’s illu-
mination is likely to reach the sensor after passing through
the medium.

Transmittance quantifies the likelihood of light traveling
through a given portion of the medium without being scat-
tered or absorbed. Density is closely tied to the transmit-
tance function T (ζ), which indicates the probability of a
ray traveling over the interval [0, ζ) without hitting any par-
ticles. Then the probability T (ζ+dζ) of not hitting a parti-
cle when taking a differential step dζ is equal to T (ζ), the
likelihood of the ray reaching ζ, times (1 − dζ · σ(ζ)), the
probability of not hitting anything during the step:

T (ζ + dζ) =T (ζ) · (1− dζ · σ(ζ)) (1)

T (ζ + dζ)− T (ζ)

dζ
≡T ′(ζ) = −T (ζ) · σ(ζ) (2)

We solve the differential equation as follows:

T ′(ζ) = −T (ζ) · σ(ζ) (3)

T ′(ζ)

T (ζ)
= −σ(ζ) (4)∫ b

a

T ′(ζ)

T (ζ)
dζ = −

∫ b

a

σ(ζ) dζ (5)

log T (ζ)|ba = −
∫ b

a

σ(ζ) dζ (6)

T (a → b) ≡ T (b)

T (a)
= exp

(
−
∫ b

a

σ(ζ) dζ

)
(7)

Hence, for a ray segment between ζ0 and ζ, transmittance
is given by:

Tζ0→ζ ≡ Tζ
Tζ0

= exp(−
∫ ζ

ζ0

σtdt) , (8)

which leads to following factorization of the transmittance:

Tζ = T0→ζ0 · Tζ0→ζ . (9)

Opacity Opacity is the complement of transmittance and
represents the fraction of light that is either absorbed or
scattered in the medium. In a homogeneous medium with
constant density σ the opacity for a segment [ζj , ζj+1] of
length ∆ζ is given by αζj = 1− exp(−σ ·∆ζ)

C.2. SDF-based volume rendering for active sensor

NeuS[8] derives the opaque density based on the SDF
which is:

σζi =max

(
−dΦs

dζi
(f(ζi))

Φs(f(ζi))
, 0

)

=max

(
−(∇f(ζi) · v)ϕs(f(ζi))

Φs(f(ζi))
, 0

) (10)

where Φs represents the Sigmoid function, f is the SDF
function that maps a range ζ to the SDF value of the point
position o+ d ∗ ζ. Note that the integral term is computed
by∫

−(∇f(ζ) · v)ϕs(f(ζ))

Φs(f(ζ))
dζ = − ln(Φs(f(ζ))) + C,

(11)
We extend the density-based volume rendering for active
sensor to SDF-based. Starting from the passive SDF-based
volume rendering [8], We substitute the density σ̃ with
opaque density in 10 and evaluate the radiant power inte-
grated from ray segment [a,b] with constant reflectivity ρa.

Consider the case where −(∇f(ζ) · v) > 0 within the
ray segment [a, b], we have

P (a → b) =

∫ b

a

T 2(a → t) · σ̃t · ρ(t) dt (12)

= ρa

∫ b

a

T 2(a → t) · σ̃t dt (13)

= ρa

∫ b

a

exp
(
−
∫ t

a

2σ̃(u) du

)
· σ̃t dt (14)

= ρa

∫ b

a

exp
(
−2

∫ t

a

σ̃(u) du

)
· σ̃t dt (15)

= ρa

∫ b

a

exp
(
2 ln(Φs(f(u)))|ta

)
· σ̃t dt (16)

= ρa

∫ b

a

exp (2 ln(Ωt)− 2 ln(Ωa)) · σ̃t dt

(17)

= ρa

∫ b

a

Ωt
2

Ωa
2 · σ̃t dt let Ωx = Φs(f(x))

(18)

=
ρa

Ωa
2

∫ b

a

Ωt
2 · σ̃t dt (19)

=
ρa

Ωa
2

∫ b

a

−dΦs

dt
(f(t)) · Φs(f(t)) dt (20)
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=
ρa

Ωa
2 (−

1

2
Φs(f(t))

2

∣∣∣∣b
a

) (21)

=
ρa

Ωa
2 (

1

2
Φs(f(a))

2 − 1

2
Φs(f(b))

2
) (22)

=
Φs(f(a))

2 − Φs(f(b))
2

2Φs(f(a))
2 · ρa (23)

Consider the case where −(∇f(ζ) · v) < 0 within the
ray segment [a, b], we have

P (a → b) =

∫ b

a

T 2(a → t) · σ̃t · ρ(t) dt (24)

=

∫ b

a

T 2(a → t) · 0 · ρ(t) dt (25)

= 0 (26)

Hence we conclude

P (a → b) = max

(
Φs(f(a))

2 − Φs(f(b))
2

2Φs(f(a))
2 , 0

)
· ρa

(27)

Volume rendering of piecewise constant data Combin-
ing the above, we can evaluate the volume rendering inte-
gral through a medium with piecewise constant reflectivity:

P (ζN+1) =

N∑
n=1

∫ ζn+1

ζn

T 2(ζ) · σ̃ζ · ρζn dζ (28)

=

N∑
n=1

∫ ζn+1

ζn

T 2
ζn · T 2(ζn� ζ) · σ̃ζ · ρζn dζ

(29)

=

N∑
n=1

T 2
ζn

∫ ζn+1

ζn

T 2(ζn → ζ) · σ̃ζ · ρζn dζ

(30)

=

N∑
n=1

T 2
ζnP (ζn → ζn+1) (31)

=

N∑
n=1

T 2
ζn · α̃ζn · ρζn , (32)

where

α̃ζn ≡ max

(
Φs(f(ζn)

2 − Φs(f(ζn+1))
2

2Φs(f(ζn))
2 , 0

)
(33)

The discrete accumulated transmittance T can be calcu-
lated as follows:

Consider the case where −(∇f(ζ) ·v) > 0 in [ζn, ζn+1]:

Tζn =

n−1∏
i=1

(exp(−
∫ ζn+1

ζn

σ̃ζ dζ) (34)

=

n−1∏
i=1

(
Φs(f(ζn+1))

Φs(f(ζn))
) (35)

T 2
ζn =

n−1∏
i=1

(
Φs(f(ζn+1))

2

Φs(f(ζn))
2 ) (36)

=

n−1∏
i=1

(1− 2α̃ζn) (37)

Consider the case where −(∇f(ζ) ·v) < 0 in [ζn, ζn+1]:

Tζn =

n−1∏
i=1

(exp(−
∫ ζn+1

ζn

σ̃ζ dζ) =

n−1∏
i=1

(1) (38)

T 2
ζn =

n−1∏
i=1

(12) =

n−1∏
i=1

(1− 2α̃ζn) (39)

In conclusion, the radiant power can be reformulated as:

P (ζN+1) =

N∑
n=1

T 2
ζn · α̃ζn · ρζn (40)

where T 2
ζn

=
∏n−1

i=1 (1− 2α̃ζi)

Depth volume rendering of piecewise constant data
Note that α̃ζn ∈ [0, 0.5], T 2

ζn
∈ [0, 1],

∑N
n=1 T 2

ζn
· α̃ζn =

0.5, for depth volumetric rendering, we have

ζ =

N∑
n=1

2 · T 2
ζn · α̃ζn · ζn =

N∑
n=1

wn · ζn (41)

where wn = 2α̃ζn ·
∏n−1

i=1 (1− 2α̃ζi)
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