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• Given an ordered sequence of  point cloud frames (a), the goal is 

to estimate the flow vectors that align each of the source frames to 

the target frame, and hence accumulate the point clouds (b). Such 

accumulation can serve as a pre-processing step to benefit 

downstream tasks like surface reconstruction (c).
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• SoTA results on multi-frame scene flow evaluation.  

• Generalisation across different numbers of input frames on Waymo dataset.
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• Surface reconstruction on Waymo dataset.

Problem statement

• Surface reconstruction on nuScenes dataset.

• Superior runtime per 5-frame (Waymo) and 11-frame (nuScenes) sample.

• We first estimate the ego motion ( ) using predicted background 

points. Then we segment the foreground points into static and 

dynamic parts through motion segmentation ( ). The instance IDs 

of the dynamic parts are obtained from spatio-temporal association 

( ). Built upon the scene rigidity, we explain the flow vectors of the 

static parts by estimated ego-motion, and that of the dynamic 

instances by regressed per-instance rigid motion ( ).
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Lego + LFG + Lmotion + Loffset + Lobj

Experimental results

Methodology
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